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ABSTRACT: In this study, we proposed a method to simply predict the rise part of 
real-time seismic intensity time-series. First, the duration between the P-wave arrival and 
achieving 95% of the maximum value of real-time seismic intensity was taken to be the 
characteristic time of the rise part. Then, its prediction equation using hypocentral distance, 
moment magnitude, source depth, average S-wave velocity up to 30 m depth, and top depth 
to the layer whose S-wave velocity is 1,400 m/s as explanatory variables was developed by 
regression analysis based on strong-motion records of 41 earthquakes. In addition, an 
approximate function based on a logarithmic function was proposed to reproduce the 
time-series shape of the rise part. Combining the prediction equation and function, the rise 
part of real-time seismic intensity at any point could be predicted and reproduced. We 
verified the effectiveness and limitations of this prediction approach with records of the 
2016 Kumamoto earthquake and the 2011 Tohoku earthquake.  

Keywords: Real-time seismic intensity, Rise part, Time-series analysis, 
Prediction equation 

1. INTRODUCTION

Seismic intensity is a commonly-used ground motion indicator in the field of earthquake disaster 
reduction in Japan. The seismic intensity published by the Japan Meteorological Agency (JMA)1) is 
calculated from the digital seismic waveform records and is a static index that is derived from waveform 
records with a certain time length. Kunugi et al.2) proposed a method for calculating seismic intensity in 
real-time using recursive filters in the time domain; the method exhibited both high calculation accuracy 
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and speed. The “real-time seismic intensity” calculated by this method can be considered a dynamic 
seismic motion index. The online service “Kyoshin Monitor” provided by the National Research 
Institute for Earth Science and Disaster Resilience (NIED) displays the distribution of real-time seismic 
intensity every second across Japan. When an earthquake occurs, it presents the propagation of the 
earthquake shaking through color change. 

A ground motion prediction equation that predicts seismic intensity has been proposed3), 4). Nojima 
et al.5)–7) have worked on predicting the duration of seismic intensity. However, no studies have been 
conducted on the evaluation of the temporal characteristics of real-time seismic intensity and the 
prediction of its time-series. In this study, we propose a simple method to predict and reproduce the 
time-series of real-time seismic intensity, focusing on the rise part between the onset of shaking and 
maximum shaking. Combining this prediction method with the existing ground motion prediction 
equation for seismic intensity enables the simple prediction of a real-time seismic intensity time-series 
for any earthquake at any location. This can be used to provide highly realistic information on the 
time-series of ground motion in the pre-training of earthquake disasters based on earthquake scenarios. 

Figure 1 shows examples of real-time seismic intensity observations. Figure 1(a) shows the 
observations at NIG022 for the 2004 Niigata Chuetsu earthquake (Event #12, Mw 6.6 in Table A1); 
Figure 1(b) shows the observations at GNM009 for this event; Figure 1(c) shows the observations at 
NIG022 for Event #14 (aftershock of Event #12). The real-time seismic intensities increased as the 
P-wave arrived and reached a maximum after the arrival of S-wave. As shown in Figs. 1(a) and 1(b), the 
record at the station with a large hypocentral distance (GNM009, 105.8 km) had a longer rise time from 
the P-wave arrival to its peak compared to that at the station having a small hypocentral distance 
(NIG022, 28.6 km). This can be mainly attributed to the fact that the difference in travel time between 
the P- and S-waves increases with respect to the distance. Moreover, the time from the S-wave arrival to 
its peak also increases as the hypocentral distance increases. As shown in Figs. 1(a) and 1(c), the rise 
time differs depending on the earthquake magnitude, even for the same observation stations and almost 
identical hypocentral distances; a larger earthquake magnitude results in a longer rise time. Thus, the 
rise time for real-time seismic intensity varies depending on the hypocentral distance and earthquake 
magnitude. This is probably because the difference in travel time between the P- and S-waves, the 
relative predominance between the direct and subsequent waves, and the time difference between the 
rupture initiation and the peak of seismic wave radiation depend on the hypocentral distance and 
earthquake magnitude. This indicates that the rise time could be predicted by a regression equation 
using the hypocentral distance and the earthquake magnitude as the explanatory variables. The shape of 
the rise part of real-time seismic intensity is complex (Fig. 1) because the rise part of real-time seismic 
intensity is formed by overlapping not only P- and S-waves of body waves, but also the subsequent 
waves and surface waves. The full reproduction of this shape requires the complete modeling of each 
seismic wave and may incur a high computational cost. As the aim of this study is simple prediction, we 
considered the time-series of the rise part as a single function and proposed a function that approximates 
its shape. 

In this study, we developed a prediction equation for the rise time of real-time seismic intensity 
using regression analysis based on past records and devised an approximation function that simulates 
the time-series shape of the rise part. The proposed method was then applied to the records of the 2016 
Kumamoto earthquake and the 2011 Tohoku earthquake to evaluate its prediction performance. 
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Fig. 1 Observation examples of real-time seismic intensity (a) at NIG022 for Event #12 (Table A1), (b) 
at GNM009 for Event #12, and (c) at NIG022 for Event #14. 0 s on the horizontal axis 
corresponds to the theoretical P-wave travel time. The green dotted line indicates S-wave arrival 
time, and the blue dash-dot line indicates TMAX95. 

 
 
2. PREDICTION OF RISE TIME 

 
The duration of ground motion has been previously investigated8)–10), and the duration of seismic 
intensity and Arias intensity11) have also been studied5)–7), 12)–14). These studies focused on the net time 
beyond a certain absolute or relative value, or the time from the first rise to the last fall. To predict the 
shapes of the time-series of real-time seismic intensity, it is necessary to predict the time difference 
between the start time and the time of maximum value attainment. Because no previous study has 
focused on this, we developed a novel prediction equation for the rise time of real-time seismic 
intensity. 

To prepare the dataset, a time-series of real-time seismic intensity with a sampling of 0.01 s was 
calculated based on Kunugi et al.2) and the NIED15), 16). First, three components of the original 
acceleration records (two horizontal components and one vertical component) were filtered by a time 
domain approximation filter. Thereafter, the vector sum of the filtered waveforms was converted to the 
time-series of values equivalent to seismic intensity. Then, the time-series of real-time seismic intensity 
was obtained through a judgment process that sets the value with a total duration of 0.3 s as the 
real-time seismic intensity in that time interval. This judgment process was conducted from the 
beginning of the record in increments of 0.01 s. The reference range in this judgment process was the 
time-series information between the target time and 60 s before. For the convenience of the duration 
judgment process, the discretization in intervals of 0.001 was conducted by setting the lower and upper 
limits of the value in the conversion to the measured seismic intensity equivalent values, corresponding 
to −6.0 and 8.0, respectively. Therefore, the calculated values of real-time seismic intensity range from 
−6.0 to 8.0, and the value at the beginning of the record was always −6.0. 

We prepared the real-time seismic intensities using the above processing for 8,022 records observed 
by K-NET and KiK-net of NIED17), 18) for the 41 events summarized in Table A1. In the selection 
process of the records, first, we referred to the JMA seismic intensity database19) to find earthquakes that 
recorded a maximum seismic intensity of 6 lower or more in the period from 1996 to 2020. Thereafter, 
we selected the records for these events that satisfied any of the following conditions: (1) real-time 
seismic intensity was greater than −6.0 at the arrival of P-wave; (2) real-time seismic intensity was equal 
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to or less than 0.0 at the arrival of P-wave; (3) maximum value of real-time seismic intensity was equal 
to or more than 2.0; (4) and records started 5 s before the arrival of P-wave. Finally, we selected the 
records of only the 41 events in Table A1 that were available at ten or more observation stations, 
including stations near the epicenter. In this final step, the 2011 Tohoku earthquake and the 2016 
Kumamoto earthquake were excluded from these events because the former was a massive earthquake 
and the latter triggered aftershocks immediately after the main shock. 

𝐼௥
ெ஺௑ଽହ is defined as 95% of the relative difference between the maximum value of real-time 

seismic intensity, 𝐼௥
ெ஺௑, and the threshold value, 𝐼௥

଴, and is calculated as: 
 
 𝐼௥

ெ஺௑ଽହ = 0.95 × (𝐼௥
ெ஺௑ − 𝐼௥

଴) + 𝐼௥
଴ (1) 

 
where 𝐼௥

଴ corresponds to non-earthquake real-time seismic intensity. Figure 2 shows a histogram of the 
real-time seismic intensity 2 s before the arrival of P-wave. The value of the non-earthquake real-time 
seismic intensity varies depending on the installation environment of seismograph and the time of day, 
but is often between −4.5 and −2.5. Therefore, an overall average of −3.5 was adopted as 𝐼௥

଴. The time 
when the real-time seismic intensity value reached 𝐼௥

ெ஺௑ଽହ was defined as 𝑇ெ஺௑ଽହ, and the difference 
between the P-wave arrival time, 𝑇௣, and 𝑇ெ஺௑ଽହ was defined as 𝐷ெ஺௑ଽହ: 

 

 𝐷ெ஺௑ଽହ = 𝑇ெ஺௑ଽହ − 𝑇௣ (2) 

 
The theoretical travel time information of the P-wave was used as 𝑇௣. JMA200120) was used for the 
velocity structure to calculate the theoretical travel time. 𝐷ெ஺௑ଽହ and 𝑇ெ஺௑ଽହ for the observation 
examples are shown in Fig. 1. The tendency of the rise time for real-time seismic intensity becoming 
longer as the hypocentral distance or earthquake magnitude became larger, as discussed in Section 1, 
reflects in the values of 𝐷ெ஺௑ଽହ in Fig. 1. Therefore, we considered 𝐷ெ஺௑ଽହ to be a characteristic 
time of the rise part of real-time seismic intensity, and we empirically developed its prediction equation 
from past records. Considering previous studies for seismic intensity and its duration3)–7), we considered 
that 𝐷ெ஺௑ଽହ  was related to hypocentral distance, earthquake magnitude, source depth, and 
underground structures just below the observation point. Therefore, we characterized 𝐷ெ஺௑ଽହ with the 
hypocentral distance 𝑋 (km), moment magnitude 𝑀௪, source depth 𝐻 (km), average S-wave velocity 
up to 30 m depth 𝐴𝑉𝑆ଷ଴ (m/s), and top depth of the layer whose S-wave velocity is 1,400 m/s 𝑍ଵସ଴଴ 
(m). We assumed a point source for simplicity. Figure 3 shows the relationship between these variables. 
The catalog of moment tensor solutions in NIED F-net21), 22) was referenced for the moment magnitude 
and source depth. The epicenter of the JMA unified hypocenter catalog and the centroid depth of the 
F-net moment tensor solutions were referenced while calculating the hypocentral distance. For 𝐴𝑉𝑆ଷ଴ 
and 𝑍ଵସ଴଴, we referred to the site-below underground information from the 𝐴𝑉𝑆ଷ଴ map of Japan 
version 324), and a deep subsurface structure mode of Japan V225) was referenced for 𝑍ଵସ଴଴, both of 
which are available on the website of the Japan Seismic Hazard Information Station (J-SHIS)23). Figure 
3 shows that the logarithm of 𝑋 has a strong positive correlation with the logarithm of 𝐷ெ஺௑ଽହ. 
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Fig. 2 Histogram of real-time seismic intensity 2 s before the arrival of P-wave; the gray dashed line 
shows the average value. 

 

Fig. 3 Relationships between DMAX95 (s), hypocentral distance X (km), moment magnitude Mw, source 
depth H (km), average S-wave velocity up to 30 m depth AVS30 (m/s), and top depth of the layer 
whose S-wave velocity is 1,400 m/s Z1400 (m). 
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A multiple regression equation with five explanatory variables (𝑋, 𝑀௪ , 𝐻, 𝐴𝑉𝑆ଷ଴, 𝑍ଵସ଴଴ ) was 
developed as a prediction equation for 𝐷ெ஺௑ଽହ: 

 
 log 𝐷ெ஺௑ଽହ = 𝑎 ∙ log 𝑋 + 𝑏 ∙ 𝑀௪ + 𝑐 ∙ log 𝐻 + 𝑑 ∙ log 𝐴𝑉𝑆ଷ଴ + 𝑒 ∙ log 𝑍ଵସ଴଴ + 𝑓 (3) 

 
In Eq. (3), the base of all logarithms is 10. The partial regression coefficients (𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓) in Eq. 
(3) were estimated by a linear regression analysis of statsmodels26). 

Table 1 shows the estimated partial regression coefficients. The partial regression coefficient of 
log 𝑋, 𝑎, is positive, which indicates that a larger hypocentral distance results in a longer 𝐷ெ஺௑ଽହ. This 
corresponds to the strong positive correlation between the logarithm of 𝑋 and the logarithm of 𝐷ெ஺௑ଽହ 
seen in Fig. 3, and is consistent with the trend of the travel-time difference between the P- and S-waves. 
The partial regression coefficient of 𝑀௪, 𝑏, is also positive, which corresponds to the fact that a larger 
earthquake magnitude results in a longer rupture duration and a delayed peak time of the source time 
function. The partial regression coefficient of log 𝐻, 𝑐, is negative, which indicates that a deeper 
earthquake results in a shorter 𝐷ெ஺௑ଽହ. Intraslab earthquakes and deep earthquakes possess a larger 
stress drop than that of earthquakes of other types and shallow earthquakes27), 28). Earthquakes with a 
large stress drop have a small fault area with respect to their earthquake magnitude, and a small fault 
area leads to a short rupture duration, which is consistent with our analysis result. Furthermore, 
compared to deep earthquakes, shallow earthquakes are more likely to induce a predominance of 
subsequent waves, including surface waves. The partial regression coefficient of 𝐴𝑉𝑆ଷ଴, 𝑑, is negative, 
and the partial regression coefficient of log 𝑍ଵସ଴଴, 𝑒, is positive. 𝐴𝑉𝑆ଷ଴ and 𝑍ଵସ଴଴ are site proxies 
for the softness of shallow soft soils and the thickness of sedimentary layer, respectively. The regression 
analysis results indicate that a softer shallow soil or thicker sedimentary layer amplifies the ground 
motion intensity as well as the ground motion duration and delays the peak time of earthquake shaking. 

The t-values of the estimated partial regression coefficients, which indicate the influence of each 
explanatory variable on the objective variable, are also shown in Table 1. The effect of hypocentral 
distance is larger than that of the other explanatory variables. The explanatory variable statistically 
exerts no effect on the objective variable if the absolute t-value < 2; however, there are no such 
explanatory variables in this analysis. Table 2 shows the results of the regression analysis for different 
combinations of explanatory variables. The value of Akaike Information Criterion (AIC) 29) is best when 
all five explanatory variables are used, as shown in Eq. (3). 
 

Table 1 Estimated partial regression coefficients and their t-values 
 𝑎 𝑏 𝑐 𝑑 𝑒 𝑓 

Partial 
regression 
coefficient 

0.7926 0.0616 −0.0745 −0.0746 0.0098 −0.5108 

t-value 229.671 32.272 −32.890 －15.184 12.428 −30.859 
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Table 2 Coefficient of determination and AIC in regression analysis for different combinations of 
explanatory variables 

Combination of explanatory variables Coefficient of determination AIC 

(log 𝑋 , 𝑀௪) 0.894 −1.751*104 

(log 𝑋 , 𝑀௪ , log 𝐻) 0.906 −1.846*104 

(log 𝑋 , 𝑀௪, log 𝐴𝑉𝑆ଷ଴ , log 𝑍ଵସ଴଴) 0.900 −1.800*104 

(log 𝑋 , 𝑀௪ , log 𝐻 , log 𝐴𝑉𝑆ଷ଴) 0.910 −1.885*104 

(log 𝑋 , 𝑀௪ , log 𝐻 , log 𝑍ଵସ଴଴) 0.910 −1.878*104 

(log 𝑋 , 𝑀௪ , log 𝐻 , log 𝐴𝑉𝑆ଷ଴ , log 𝑍ଵସ଴଴) 0.912 −1.899*104 

 
Figure 4 shows the residual distribution and its relationships with explanatory variables. In this 

regression analysis, the standard deviation was 0.0725, and the coefficient of determination was 0.912; 
thus, the data fitting was good. Some overestimation predictions were found, and they corresponded to 
the case where the real-time seismic intensity reached its maximum during P-wave. As shown in Fig. 1, 
most records of real-time seismic intensity attained the maximum time after the S-wave arrival; 
therefore, the prediction equation of 𝐷ெ஺௑ଽହ proposed in this study is valid in most cases. Figure 4 also 
shows the average and standard deviation of residuals for fixed intervals of the explanatory variables. 
No significant trend was identified between the explanatory variable and the standard deviation of 
residuals. The average of residuals was close to zero in most cases; however, a slight underestimation 
bias was found for hypocentral distance, 𝑋 ≤ 20 km, or moment magnitude, 𝑀௪ ≥ 7.5. This could be 
due to the finiteness of fault rupture for large earthquakes, which reduces the validity of the point source 
assumption; however, the bias was ≤ 0.05 on the log scale, which is not overly strong. 

Previous studies on the prediction of ground motion intensity have developed the prediction 
equation for each earthquake type, such as inland, interplate, and intraslab earthquakes4). However, 
because the bias of earthquake type is strong in our dataset, as shown in Table A1, a prediction equation 
for 𝐷ெ஺௑ଽହ was not developed for each earthquake type in this study. However, in this study, the 
source depth was adopted as an explanatory variable in the prediction equation of 𝐷ெ஺௑ଽହ, as shown in 
Eq. (3). Intraslab earthquakes possess a deeper source depth than other earthquake types. Therefore, the 
difference between intraslab earthquakes and other earthquake types is indirectly considered through the 
use of the source depth in the explanatory variables of the prediction equation. 
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Fig. 4 Residual distribution and its relationships with explanatory variables in the regression analysis of 
DMAX95. The diamonds represent the average of the residuals within the range of the horizontal 
line, and the vertical line represents the range of the standard deviation. 

 
 
3. APPROXIMATION OF RISE-PART TIME SERIES 

 
As shown in Fig. 1, the real-time seismic intensity did not increase linearly and monotonically from the 
arrival of P-wave, but increased in a convex shape. Therefore, we considered the time series from the 
arrival of P-wave to the peak of real-time seismic intensity as a single function and devised the 
following function that approximates it as a logarithmic function: 
 

 𝐼௥(𝑡) =

⎩
⎨

⎧
𝐼௥

଴      ൫𝑡 < 𝑇௣൯

0.95 × (𝐼௥
ெ஺௑ − 𝐼௥

଴) ×
୪୭୥൫௧ି ೛்ାఌ൯ ି ୪୭୥ఌ

୪୭୥൫஽ಾಲ೉వఱ
ᇲ ାఌ൯ ି ୪୭୥ఌ

+ 𝐼௥
଴      ൫ 𝑇௣ ≤ 𝑡 < 𝑇ெ஺௑

ᇱ ൯

𝐼௥
ெ஺௑     (𝑇ெ஺௑

ᇱ ≤ 𝑡)

 (4) 

 𝑇ெ஺௑
ᇱ = 𝑇௣ − 𝜀 + 10

ቈ
ౢ౥ౝቀವಾಲ೉వఱ

ᇲ శഄቁ ష ౢ౥ౝഄ

బ.వఱ
 ା ୪୭୥ఌ቉

 (5) 

 
𝐷ெ஺௑ଽହ

ᇱ  is the value predicted from Eq. (3). 𝜀 is a parameter that sets the degree of convex upward in 
the logarithmic function, and 𝑇ெ஺௑

ᇱ  is the time when the real-time seismic intensity is theoretically 
maximized, which is determined by 𝐷ெ஺௑ଽହ

ᇱ  and 𝜀 . The base of all logarithms is 10. Figure 5 
schematically shows the prediction time-series of the proposed approximation. 𝐼௥ takes a value of 𝐼௥

଴ 
(−3.5) until the arrival of P-wave (𝑇௣), increases according to the logarithmic function after 𝑇௣, and the 
maximum value, 𝐼௥

ெ஺௑, was attained at 𝑇ெ஺௑
ᇱ . 
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The real-time seismic intensity dataset outlined in Section 2 was used to search for the value of ε 
that best matched the observations. The root mean square (RMS) between the observed time-series from 
𝑇௣ to 𝑇ெ஺௑ଽହ

ᇱ  and the predicted time-series based on Eqs. (4) and (5) was calculated for each record 
for various 𝜀 values, and the overall average and variation were obtained (Fig. 6). The observed values 
were used for 𝐼௥

ெ஺௑. The average RMS was smallest at 𝜀 = 0.2; therefore, this value was adopted. 
 

Fig. 5 Schematic diagram of the prediction time-series of the proposed approximation 
 

Fig. 6 Relationship between ε and RMS. ε = 0.2 has the smallest average RMS value and is displayed 
in black. 

 
Figure 7 shows the results of reproducing the observation records in Fig. 1 using the prediction 

equation of 𝐷ெ஺௑ଽହ  in Section 2 and the aforementioned approximate function. 𝐷ெ஺௑ଽହ  was 
calculated based on Eq. (3) from the hypocenter and site information in each record, after which the 
predicted time-series was obtained according to Eqs. (4) and (5). The observed values were used for 
𝐼௥

ெ஺௑. The proposed method could reproduce the time-series shape in most of the observation records 
within the range of ±1. Figure 8 shows the heat map of the difference between the observed and 
predicted time-series for all records. The difference between the observed and predicted time-series was 
within ±1 for most records. The time until the real-time seismic intensity attains the maximum value, as 
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well as the overall time-series shape, can be roughly reproduced by the proposed method. The 
prediction of the proposed method could not completely reproduce the observed time-series and is 
limited by the approximation of the complex time-series of real-time seismic intensity composed of 
various seismic waves through a single logarithmic function. Further research is required to develop a 
more sophisticated model that considers the various types of seismic waves.  

 

 

Fig. 7 Prediction examples of real-time seismic intensity for the observations in Fig. 1. The predicted 
time-series is displayed as a red line, and the difference between the observed and predicted 
time-series is displayed as a dashed cyan line. 

 

Fig. 8 Heat map of the difference between the observed and predicted time-series for all records 
 
 

4. VERTIFICATION WITH ACTUAL RECORDS 
 

We applied the proposed approach to the records of earthquakes that were not used in Sections 2 and 3: 
the 2016 Kumamoto earthquake and the 2011 Tohoku earthquake, to verify its prediction performance. 
The observed values were used for 𝐼௥

ெ஺௑. 
The 2016 Kumamoto earthquake was a crustal earthquake that occurred at 1:25 on April 16, 2016 

[JST] (𝑀௪ 7.1, 𝐻 11 km). Figure 9 shows a comparison of the observations and predictions of 
𝐷ெ஺௑ଽହ for this earthquake. The absolute value of the residual was less than 0.2 in most records, and 
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therefore, 𝐷ெ஺௑ଽହ was reproduced to the same extent as in the regression analysis in Section 2. There 
were some overestimations, and these corresponded to cases where the real-time seismic intensity 
reached the maximum during P-wave. Figure 10 shows the prediction examples of the real-time seismic 
intensity for the 2016 Kumamoto earthquake. The predicted values reproduced the observed values 
within a range of ±1 at KMMH16 (Fig. 10(a)), which is located near the hypocenter, and TTRH03 (Fig. 
10(c)), which is located far away from the hypocenter. In OITH11 (Fig. 10(b)), the predicted time-series 
reached a maximum approximately 5 s earlier than the observations. This underestimation of 𝐷ெ஺௑ଽହ 
can be found at several observation stations in the Oita Prefecture, including OITH11 (Fig. 9). During 
the shaking of the 2016 Kumamoto earthquake, an induced earthquake (purple cross in Fig. 9) occurred 
in the Oita Prefecture30). At several observation stations, including OITH11, the ground motions caused 
by this induced earthquake were stronger than that caused by the 2016 Kumamoto earthquake30). The 
real-time seismic intensity time-series at these stations were also strongly impacted by the induced 
earthquake, which resulted in the underestimation of 𝐷ெ஺௑ଽହ. 

 
Fig. 9 DMAX95 distribution of the 2016 Kumamoto earthquake: (a) observations, (b) predictions, (c) 

residuals between the observations and predictions, and (d) histogram of the residuals. The black 
cross indicates the epicenter of this earthquake, and the purple cross indicates the epicenter of 
the induced earthquake30). 

 

 

Fig. 10 Observed records of real-time seismic intensity for the 2016 Kumamoto earthquake and its 
predictions. 
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The 2011 Tohoku earthquake, which was an enormous plate-boundary earthquake, occurred at 
14:46 on March 11, 2011; its magnitude (𝑀௃ெ஺ 9.0, F-net 𝑀௪ 8.7) greatly exceeded the range of 
earthquake magnitudes in the dataset used in our regression analysis of 𝐷ெ஺௑ଽହ. Furthermore, this 
earthquake had a complex fault rupture with a wide source area31), 32); the application of the proposed 
method assuming a point source is difficult. Because it is important to investigate the prediction 
performance in the case of such extrapolations, we intentionally sought to verify the proposed method 
through the records of the 2011 Tohoku earthquake. The F-net moment tensor solution (𝑀௪ 8.7, H 20 
km) was used as the source information for this earthquake. Figure 11 shows a comparison of the 
observations and predictions of 𝐷ெ஺௑ଽହ. In the areas north of 38N, such as the Miyagi and Iwate 
Prefectures, the observation of 𝐷ெ஺௑ଽହ was reproduced to the same extent as in the regression analysis 
in Section 2 and as in the 2016 Kumamoto earthquake. However, 𝐷ெ஺௑ଽହ  was systematically 
underestimated in the areas south of 38N, such as the Fukushima and Ibaraki Prefectures. Figure 12 
shows the prediction examples of the real-time seismic intensity for this earthquake. The predicted peak 
time of real-time seismic intensity was shifted to approximately 50 s before the observed value at 
FKSH14 (Fig. 12(c)) in the Fukushima Prefecture. Previous studies on the rupture process of the 2011 
Tohoku earthquake revealed that the fault rupture mainly occurred off the Miyagi Prefecture for 
approximately 100 s from the rupture initiation, after which the fault rupture progressed to the 
off-regions of the Fukushima and Ibaraki Prefectures31), 32). The complexity of this fault rupture 
contributes to the extension of the shaking duration in the areas south of the Fukushima Prefecture, 
which caused the peak delay of real-time seismic intensity. The predicted time-series was larger than the 
observations not only at FKSH14 but also at IWTH21 (Fig. 12(a)) in the Iwate Prefecture and at 
MYG011 (Fig. 12(b)) in the Miyagi Prefecture. This difference is expected to be due to the complexity 
of the fault rupture process and seismic wave radiation process of this earthquake, in which strong 
motions were generated multiple times at multiple locations with time lags. 
 

 

Fig. 11 DMAX95 distribution of the 2011 Tohoku earthquake: (a) observations, (b) predictions, (c) 
residuals between the observations and predictions, and (d) histogram of the residuals. The cross 
indicates the epicenter of this earthquake. The orange bar in the histogram indicates the residual 
at the stations south of 38N. 
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Fig. 12 Observed records of real-time seismic intensity observation records for the 2011 Tohoku 

earthquake and its predictions 
 

 

5. CONCLUSIONS 
 

To simply predict and reproduce the rise part of real-time seismic intensity, we proposed a prediction 
method that combined the following approaches: 

1. The development of a prediction equation that relates the rise time from the P-wave arrival until 
95% of the maximum real-time seismic intensity 𝐷ெ஺௑ଽହ  with the hypocentral distance, 
moment magnitude, source depth, average S-wave velocity up to 30 m depth, and top depth to 
the layer whose S-wave velocity is 1,400 m/s based on the regression analysis of the ground 
motion records of 41 earthquakes. 

2. The proposal of a function that approximates the time-series of real-time seismic intensity from 
the P-wave arrival to its peak based on a logarithmic function. 

The application of this prediction approach to actual records demonstrated a good prediction 
performance, although we also found that the prediction performance was limited when induced 
earthquakes or massive earthquakes with a fault rupture process occurred. 

Combining the prediction method proposed in this study with the existing ground motion prediction 
equation that predicts the seismic intensity value enables the simple prediction of real-time seismic 
intensity time-series for any earthquake at any location. The results of this study contribute to the 
provision of more realistic information on the time-series of ground motions, which can be used in the 
pre-training of earthquake disasters based on earthquake scenarios. Additionally, our results can 
contribute to the upgrading of earthquake early warnings (EEW). Although EEW to date has predicted 
only the maximum value of seismic intensity, this study can facilitate new information on the 
time-series of shaking (e.g., lead time until the peak shaking). 
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APPENDIX 
 

Table A1 List of earthquakes used for analysis in this study 

No. 
Date and time of 

occurrence 
Mw 

Depth 

(km) 

Earthquake 

type* 

Number 

of records 

1 1997-05-13 14:38 6.0 11 I 59 

2 1998-09-03 16:58 5.9 5 I 22 

3 2000-07-01 16:01 6.2 5 I 12 

4 2000-07-30 21:25 6.4 11 I 14 

5 2000-10-06 13:30 6.6 11 I 264 

6 2001-03-24 15:27 6.8 50 III 315 

7 2003-05-26 18:24 7.0 74 III 379 

8 2003-07-26 00:13 5.5 5 I 95 

9 2003-07-26 07:13 6.1 5 I 184 

10 2003-07-26 16:56 5.3 5 I 47 

11 2003-09-26 04:50 7.9 23 II 181 

12 2004-10-23 17:56 6.6 5 I 312 

13 2004-10-23 18:34 6.3 11 I 264 

14 2004-10-27 10:40 5.8 11 I 181 

15 2005-03-20 10:53 6.6 11 I 224 

16 2005-08-16 11:46 7.1 44 II 286 

17 2007-03-25 09:41 6.7 8 I 224 

18 2007-07-16 10:13 6.6 8 I 311 

19 2007-07-16 15:37 5.6 11 I 99 

20 2008-06-14 08:43 6.9 5 I 273 

21 2008-07-24 00:26 6.8 104 III 429 

22 2009-08-11 05:07 6.2 20 III 318 

23 2011-03-12 03:59 6.2 5 I 198 
24 2011-03-15 22:31 5.9 8 I 235 
25 2011-04-07 23:32 7.1 68 III 515 
26 2011-04-11 17:16 6.6 5 I 346 
27 2011-04-12 14:07 5.9 8 I 208 
28 2013-04-13 05:33 5.8 11 I 201 
29 2014-11-22 22:08 6.3 5 I 163 
30 2016-04-14 21:26 6.1 17 I 169 
31 2016-04-15 00:03 6.0 8 I 131 
32 2016-04-16 03:55 5.5 5 I 66 
33 2016-04-16 09:48 5.2 11 I 69 
34 2016-06-16 14:21 5.2 5 I 23 
35 2016-10-21 14:07 6.2 8 I 236 
36 2016-12-28 21:38 5.9 5 I 187 
37 2018-06-18 07:58 5.5 11 I 216 

*Classification of earthquake type—I: crustal earthquake, II: interplate earthquake, III: intraslab earthquake 
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Table A1 List of earthquakes used for analysis in this study (continued) 

No. 
Date and time of 

occurrence 
Mw 

Depth 

(km) 

Earthquake 

type* 

Number 

of records 

38 2018-09-06 03:07 6.6 35 I 214 

39 2019-01-03 18:10 4.9 11 I 51 

40 2019-02-21 21:22 5.5 29 I 94 

41 2019-06-18 22:22 6.4 11 I 207 
*Classification of earthquake type—I: crustal earthquake, II: interplate earthquake, III: intraslab earthquake
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